
This article was downloaded by: [2.177.57.216]
On: 29 March 2015, At: 09:39
Publisher: Taylor & Francis
Informa Ltd Registered in England and Wales Registered Number: 1072954 Registered office: Mortimer House,
37-41 Mortimer Street, London W1T 3JH, UK

Click for updates

International Journal of Control
Publication details, including instructions for authors and subscription information:
http://www.tandfonline.com/loi/tcon20

A supervisory control policy over an acoustic
communication network
Alireza Farhadia, Jonathan Dumonb & Carlos Canudas-de-Witb

a Department of Electrical Engineering, Sharif University of Technology, Tehran, Iran
b CNRS-GIPSA-Lab./INRIA, Grenoble, France
Accepted author version posted online: 19 Nov 2014.Published online: 16 Dec 2014.

To cite this article: Alireza Farhadi, Jonathan Dumon & Carlos Canudas-de-Wit (2015) A supervisory control policy over an
acoustic communication network, International Journal of Control, 88:5, 946-958, DOI: 10.1080/00207179.2014.986201

To link to this article:  http://dx.doi.org/10.1080/00207179.2014.986201

PLEASE SCROLL DOWN FOR ARTICLE

Taylor & Francis makes every effort to ensure the accuracy of all the information (the “Content”) contained
in the publications on our platform. However, Taylor & Francis, our agents, and our licensors make no
representations or warranties whatsoever as to the accuracy, completeness, or suitability for any purpose of the
Content. Any opinions and views expressed in this publication are the opinions and views of the authors, and
are not the views of or endorsed by Taylor & Francis. The accuracy of the Content should not be relied upon and
should be independently verified with primary sources of information. Taylor and Francis shall not be liable for
any losses, actions, claims, proceedings, demands, costs, expenses, damages, and other liabilities whatsoever
or howsoever caused arising directly or indirectly in connection with, in relation to or arising out of the use of
the Content.

This article may be used for research, teaching, and private study purposes. Any substantial or systematic
reproduction, redistribution, reselling, loan, sub-licensing, systematic supply, or distribution in any
form to anyone is expressly forbidden. Terms & Conditions of access and use can be found at http://
www.tandfonline.com/page/terms-and-conditions

http://crossmark.crossref.org/dialog/?doi=10.1080/00207179.2014.986201&domain=pdf&date_stamp=2014-11-19
http://www.tandfonline.com/loi/tcon20
http://www.tandfonline.com/action/showCitFormats?doi=10.1080/00207179.2014.986201
http://dx.doi.org/10.1080/00207179.2014.986201
http://www.tandfonline.com/page/terms-and-conditions
http://www.tandfonline.com/page/terms-and-conditions


International Journal of Control, 2015
Vol. 88, No. 5, 946–958, http://dx.doi.org/10.1080/00207179.2014.986201

A supervisory control policy over an acoustic communication network

Alireza Farhadia,∗, Jonathan Dumonb and Carlos Canudas-de-Witb

aDepartment of Electrical Engineering, Sharif University of Technology, Tehran, Iran; bCNRS-GIPSA-Lab./INRIA,
Grenoble, France

(Received 10 June 2014; accepted 6 November 2014)

This paper presents a supervisory multi-agent control policy over an acoustic communication network subject to imperfections
(packet dropout and transmission delay) for localisation of an underwater flow source (e.g., source of chemical pollution,
fresh water, etc.) with an unknown location at the bottom of the ocean. A two-loop control policy combined with a coding
strategy for reliable communication is presented to perform the above task. A simulator is developed and used to evaluate the
trade-offs between quality of communication, transmission delay and control for a fleet of autonomous underwater vehicles
supervised over a noisy acoustic communication network by an autonomous surface vessel. It is illustrated that without
compensation of the effects of severe random packet dropout, localisation of an unknown underwater flow source is not
possible for the condition simulated just by implementing a two-loop control policy. But a two-loop control policy combined
with a strategy for reliable communication locates the unknown location of flow source.

Keywords: networked control system; multi-agent system; supervisory control

1. Introduction

1.1 Motivation and background

There are advantages in using a fleet of simple autonomous
agents instead of one sophisticated complex agent, in terms
of quality of the gathered information, robustness against
unexpected events, scalability, etc. The fleet system is scal-
able, the number of agents forming the fleet can be adapted
to a given task and its constraints, and the redundancy of
a multi-agent system increases the operational reliability.
Moreover, distributed sampling for spatial analysis and
complementary information gathered by different sensor
packages on different agents results in the realisation of
tasks by a fleet system that cannot be easily achieved by
single agent systems.

In addition, in some applications, such as the extremum
source seeking via the non-model-based gradient estima-
tion method, single agent systems cannot arbitrarily ma-
noeuvre in all directions while simultaneously estimating
the gradient. However, the centre of the fleet system in a cir-
cular formation can arbitrarily manoeuvre in all directions
while agents simultaneously estimate the gradient. This is
a required assumption to solve the extremum source seek-
ing problem via the non-model-based gradient estimation
method.

Hence, in recent years, fleets of autonomous agents have
been in the sharp attention of research as well as industry
communities. Existing multi-agent algorithms for coordi-
nating fleets of autonomous agents (e.g., Brinon Arranz,

∗
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Seuret, & Canudas de Wit, 2009; Brinon Arranz, Seuret, &
Canudas de Wit, 2011a, 2011b; Moore & Canudas de Wit,
2010) are distributed algorithms. However, there is an in-
creasing interest in supervisory multi-agent algorithms for
coordinating fleets of autonomous agents. A supervisory
multi-agent policy enables on board planning, monitoring
and intervention in case of error/emergency. Consequently,
our national research centre partner, Ifremer,1 is interested
in developing a fleet of autonomous underwater vehicles
(AUVs) supervised by an autonomous surface vessel (ASV)
to localise an underwater flow source (e.g., source of fresh
water, chemical pollution, etc.) with unknown location (see
Figure 1). Our contributions to this problem so far are algo-
rithms presented in Brinon Arranz et al. (2009)and Brinon
Arranz et al. (2011b) that form a circular formation of mo-
bile autonomous agents with a time varying centre, and
other algorithms presented in Moore and Canudas de Wit
(2010)and Brinon Arranz et al. (2011a) that move the centre
of formation in the direction of the gradient of concentra-
tion flow intensity. In particular, in Moore and Canudas de
Wit (2010), the authors presented a two-loop control policy
that localises the unknown underwater flow source when
concentration flow intensity has elliptical level sets. Note
that Moore and Canudas de Wit (2010) is not concerned
with communication imperfections.

1.2 Paper contribution

Underwater communication is usually wireless and via
acoustic modems, in which this type of communication

C© 2014 Taylor & Francis
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Figure 1. Two-loop control strategy with inner and outer control
loops for a fleet of AUVs supervised by an ASV. Inner control
loop: AUVs use a distributed control law that forms a uniformly
distributed circular formation of AUVs with a time varying centre.
Outer control loop: AUVi, i ∈ {1, 2, . . . , n}, sends its sampled
concentration data yi and rotational angle θ i via a wireless link
subject to transmission delay and random packet dropout with era-
sure probability α �= 0 to a remote ASV that produces accordingly
the control input u to be used to update the position of the centre
of formation.

is generally subject to transmission noise. Using classical
error detection techniques such as checksum algorithm, the
underwater acoustic channel can be modelled as a packet
erasure channel with erasure probability α. That is, with
probability α, a received packet of data (containing infor-
mation about measurements, etc.) that has been corrupted
by noise cannot be recovered and is erased.

For inter-AUV communication, if the distance between
underwater vehicles is small (which is the case in this pa-
per), then transmission is subject to small attenuation re-
sulting in a communication with large signal-to-noise ratio
particularly as in deep water the noise mainly comes from
AUV itself (which produces low-level acoustic noise). But,
as the distance between the fleet and the ASV is very often
large, and in particular, as receiver noise level at the ASV is
very often high due to waves, reflections on the surface and
other boats noise, communication from AUVs to the ASV
is subject to packet dropout with erasure probability α ∈
[0.1, 0.5]. Nevertheless, in communication from the ASV
to AUVs, signal-to-noise ratio can be large as the ASV can
broadcast with its maximum power and receiver noise level
at AUVs is low. Hence, in the supervisory control architec-
ture of Figure 1, communication between AUVs and from
the ASV to AUVs is assumed lossless, while communica-
tion from each AUV to the ASV can be subject to packet
dropout with erasure probability α �= 0. Therefore, the su-
pervisory control architecture of Figure 1 is an example
of the combined control-communication problem (Brinon
Arranz et al., 2011a; Canudas de Wit, Gomez-Estern, &
Rodrigues Rubio, 2009; Elia, 2004; Elia & Eisenbeis,

2011; Farhadi & Ahmed, 2011; Martins, Dahleh, & Elia,
2006; Minero, Coviello, & Franceschetti, 2013; Minero,
Franceschetti, Dey, & Nair, 2009; Nair & Evans, 2004;
Nair, Evans, Mareels, & Moran, 2004).

This paper presents an emerging example for the com-
bined control-communication problem, which is described
by the supervisory control architecture of Figure 1. It ex-
tends the results of Moore and Canudas de Wit (2010)
to cases with more realistic representation for concentra-
tion flow intensity and illustrates that in the presence of
severe random packet dropout, the two-loop control pol-
icy presented in Moore and Canudas de Wit (2010) is not
able to locate the unknown location of the underwater flow
source without compensation of the effects of severe ran-
dom packet dropout. However, this policy equipped with a
coding strategy that provides a good quality of communi-
cation with a relatively low transmission delay locates the
unknown location of the underwater flow source even in the
presence of sever random packet dropout. The combined
control-communication policy involves a tuning parameter
that affects the quality of control, quality of communica-
tion and transmission delay. Hence, it can be tuned such
that the interactions between control, quality of communi-
cation and transmission delay are balanced so that the best
performance is achieved. A lower bound for tuning this pa-
rameter is presented and a simulator is developed and used
to evaluate the trade-offs between quality of communica-
tion, transmission delay and control for a fleet of AUVs
equipped with this combined control-communication pol-
icy. Using this simulator, the interactions between quality
of communication, transmission delay and control are bal-
anced for the condition simulated so that the best perfor-
mance is achieved. It is illustrated that the performance of
the best strategy in the presence of severe packet dropout
is quite close to the performance of the ideal case of no
dropout.

1.3 Paper organisation

The paper is organised as follows. In Section 2, the problem
formulation is presented. Then, Section 3 presents a super-
visory multi-agent control policy over an acoustic commu-
nication network subject to imperfections. Subsequently,
in Section 4, the interactions between quality of commu-
nication, transmission delay and control are balanced for
the condition simulated to have the best performance for a
fleet of Ifremer’s AsterX AUVs. Section 5 summarises the
contributions of the paper.

2. Problem formulation

Throughout this paper certain conventions are used: ‘=̇’
means ‘by definition equals’, c(t) denotes the value of sig-
nal c at continuous time t and c[k] (= c(kT), where T is
the sampling period) is the value of signal c at sampling
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948 A. Farhadi et al.

Table 1. Specifications of Ifremer’s medium size AsterX AUVs.

Weight (air) Length Power Forward velocity Range Operating depth

200 kg 2.5 m Batteries/typical lifetime of 5 hours Maximum 2 m/s Maximum 36 km Maximum 3 km

instant k ∈ N+ =̇ {0, 1, 2, 3, . . .}. Re(·) denotes the real
part and Im(·) the imaginary part of a complex number.
Vectors/matrices are denoted by bold letters, inner product
is defined by < z1, z2 > =̇ Re{z∗

1z2}, where the superscript
∗ denotes the conjugate transpose and the Euclidean norm
is denoted by || · ||. The largest integer less than or equal
to scalar a is denoted by �a� throughout, for the simplicity
of notation the dependency of signal c(t) to time index t is
dropped whenever confusion does not occur. Transpose of
a vector/matrix A is denoted by A′ and the time derivative
of signal c(t) is denoted by ċ(t).

2.1 The fleet of AUVs

This paper is concerned with a supervisory multi-agent
control policy consisting of a fleet of Ifremer’s medium
size AsterX AUVs with n ∈ {4, 6, 8, 10} vehicles and an
ASV, as shown in Figure 1 that are used for localisation
of an underwater flow source with unknown location at the
bottom of the ocean. Each AUV has a torpedo shape with
the specifications as summarised in Table 1.

Each AUV is equipped with sophisticated sensors.
Therefore, in this study, we ignore the effect of measure-
ment noise. In the presence of high-level measurement
noise, appropriate filters can be used.

The fleet is supervised by an ASV. For communication
between vehicles, following two different types of acoustic
modems are used.

• Type 1– acoustic modems for communication be-
tween each AUV and the ASV are Sercel MATS 300
with the settings as given in Table 2.

• Type 2– acoustic modems for inter-AUV communi-
cation are DSPComm with the settings as given in
Table 3.

Both type 1 and type 2 modems use binary phase shift
keying modulation and maximum likelihood de-modulation
schemes with ternary outputs: 0, 1 and idle.

The dynamics of each AUV is described by a six
degrees of freedom model, which is subject to marine

Table 2. Modem settings for communication between each
AsterX AUV and the ASV.

Frequency Bit rate Transducer Operating range

10 kHz 100 bits/s Omni directional Maximum 3 km

Table 3. Modem settings for inter-AUV communication.

Frequency Bit rate Transducer Bit error rate

Omni BER = 10−6 for the
10 kHz 480 bits/s directional range of 150 m

perturbations. However, the vehicles dynamics are handled
by local control loops which are implemented within each
vehicle. They result in a kinematic unicycle model for the
fleet in a plane parallel to the ocean surface level as fol-
lows:

ṙi = vie(φi), φ̇i = ui, e(φ)=̇
(

cos φ

sin φ

)
, i ∈ {1, 2, . . . , n},

(1)

where ri is the position vector, φi the heading angle and the
control inputs are the vehicle forward velocity vi > 0 and
the turning rate ui (see Figure 2).2

Throughout this paper, it is assumed that the source of
concentration flow is located at the bottom of the ocean
and the distribution of concentration flow intensity in the
plane, where the fleet is located, is described by an un-
known positive mapping ρ, and agent i measures the local
concentration flow intensity as yi=̇ρ(ri).

2.2 Formation control (inner control loop)

In Brinon Arranz et al. (2009), an inner feedback con-
trol law that asymptotically stabilises AUVs to a circular

Figure 2. A fleet of AUVs in a circular formation in the refer-
ence coordinate system. θ i: rotational angle, φi: heading angle,
vi: forward velocity, c: the centre of formation vector, ri : position
vector and R0: the radius of the circular formation.
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International Journal of Control 949

formation around a dynamic centre point c(t) with uni-
formly distributed formation3 was proposed for n(≥ 2)
AUVs. With a desired forward velocity of v0 and a de-
sired rotational velocity of ω0, the feedback control law of
Brinon Arranz et al. (2009) is given as follows:

vi = ||v0e(ψi) + ċ||,
ui =

(
1 − < ṙi , ċ >

< ṙi , ṙi >

)
− ṙ′

iT (π/2)c̈

< ṙi , ṙi >
,

T (φ) =
(

cos φ − sin φ

sin φ cos φ

)
,

ψ̇i = w0(1 − κ < ri − c, v0e(ψi) >) − ∂U

∂ψi

,

i = 1, 2, . . . , n,

U (ψ) = −K

n

�n/2�∑
m=1

1

2m2

〈⎛
⎜⎜⎜⎜⎝

e(ψ1)
.

.

.

e(ψn)

⎞
⎟⎟⎟⎟⎠ , L̄

⎛
⎜⎜⎜⎜⎝

e(ψ1)
.

.

.

e(ψn)

⎞
⎟⎟⎟⎟⎠

〉
.

(2)

Here κ > 0, ψ i(t) has the following initial condi-
tion: ψi(0) = tan−1( Im(ṙi (0)−ċ(0))

Re(ṙi (0)−ċ(0)) + εiπ ), where εi = 0 if

Re(ṙi(0) − ċ(0)) ≥ 0 and 1 otherwise, and L̄ =̇ L ⊗ I2,
where L is the Laplacian matrix associated with the com-
munication network of AUVs, ⊗ denotes the Kronecker
product and I2 is the 2 × 2 identity matrix.

Assuming that c(t) is twice differentiable, has bounded
first and second time derivatives and satisfies the follow-
ing condition: supt≥0 |ċ(t)| < v0, then, as shown in Brinon
Arranz et al. (2009), the control inputs, as given above,
steer AUVs to trajectories that lie on the circle with ra-
dius R0 = v0/|w0| and time varying centre c(t). Moreover,
if K > 0 and the communication network between AUVs
is complete, then AUVs are uniformly distributed on that
circle.

Remark 2.1: (1) Throughout this paper, it is assumed that
the communication network between AUVs is complete.
That is, every AUV talks to every other AUV; and hence,
every AUV is connected to every other AUV.

(2) To form a uniformly distributed circular formation
of AUVs with centre c, parameters ψ i, i ∈ {1, 2, . . . , n},
must be exchanged between AUVs.

(3) Parameters κ and K change the convergence rate to
a circular formation and a uniform distribution of AUVs on
the circular formation, respectively.

3. Supervisory multi-agent control policy over
acoustic communication network (outer
control loop)

In this section, by implementing the inner control loop (2),
we are given a stable uniformly distributed circular forma-

tion of n AUVs in a plane that is described by a centre point
c, radius R0 and an angle θ i (see Figure 2). In this circular
formation, the position of each AUVi is described by the
following equation: ri = c + R0e(θi). The objective of this
section is to provide an outer control loop policy located at
the ASV equipped with a coding strategy for real-time re-
liable communication that moves the centre of formation c
towards the source of concentration flow in the plane where
AUVs are located. This objective is fulfilled by updating ċ
in (2) as follows:

ċ = u, (3)

where the control signal u is generated from the received
rotational angles θ i, i ∈ {1, 2, . . . , n}, and sampled local
concentration flow intensity yi, i ∈ {1, 2, . . . , n}, taken by
individual AUVs, which are transmitted to the ASV over an
acoustic wireless communication network subject to packet
dropout.

The outer control loop policy considered in this paper
uses the output of a repetition coding strategy as its input.
The repetition coding strategy can be easily implemented
and for this reason it is used in this study. In the repetition
coding strategy considered in this paper instead of sending
one packet of data corresponding to each pair of measure-
ments (yi, θ i), M identical packets of data are transmitted.
Consequently, using this coding strategy the possibility of
not recovering a pair of measurements at the ASV is reduced
to αM.

In what follows, the outer control loop policy is de-
scribed and then the coding strategy in more detail.

3.1 Outer control loop design

In this section, it is assumed that the outer control loop
action is updated at the ASV as follows:

u(t) =

⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩

n∑
i=1

ρ(ri(t))e(θi(t)), if all transmitted pairs to

the ASV are recovered,
n∑

i=1

ρ(ri(t
−))e(θi(t

−)), otherwise,

(4)

where θ (t−) denotes the previous update when all transmis-
sions are successful. This is to say that when transmission
to the ASV is not reliable, then u(t) is chosen to be equal to
the previous outer control loop action that has been updated
based on all successfully recovered transmitted pairs to the
ASV.

In the following theorem borrowed from Moore and
Canudas de Wit (2010), it is shown that in the absence
of communication imperfections when the concentration
flow intensity has elliptical level sets, updating ċ = u, as
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950 A. Farhadi et al.

suggested by (4), moves the centre of formation towards
the location of the unknown flow source. In the following
theorem, it is assumed that for some positive definite matrix
A, ρ is a continuously differential mapping and satisfies the
following property:

(z1 − c∗)′A(z1 − c∗) < (z2 − c∗)′A(z2 − c∗)

⇒
ρ(z1) > ρ(z2), z1, z2, c∗ ∈ R2. (5)

This is to say that the signal strength has a unique maximum
at a point c∗ (the unknown fixed location of the source) and
has compact elliptical level sets in the plane where the fleet
is located.

Theorem 3.1 (Moore & Canudas de Wit, 2010): Suppose
that even number of n AUVs are given, the concentration
flow intensity ρ is a continuously differentiable mapping
satisfying the property (5) and communication is free from
imperfections. Suppose also that by implementing the in-
ner control loop, the n AUVs form a stable uniformly dis-
tributed circular formation. Then, under the outer control
loop action (4), the point c = c∗ is an asymptotically stable
equilibrium of (3).

In reality, the level sets of concentration flow intensity
have more complex shape than elliptical shape considered
in Moore and Canudas de Wit (2010). In fact, level sets that
are resulted from the summation of a few elliptical sets are
better representation for the level sets of concentration flow
intensity. Therefore, in the following theorem, we extend
the results of Moore and Canudas de Wit (2010) to the
cases with more realistic representation for concentration
flow intensity.

Theorem 3.2: Suppose that n ∈ {4, 6, 8, 10, . . .} AUVs
are given, communication is free from imperfections, by
implementing the inner control loop the fleet system forms
a stable uniformly distributed circular formation and the
fleet system is under the action of the outer control loop
policy (4). Then, the point c = c∗ is an asymptotically stable
equilibrium of (3) for the concentration flow intensity of the
following form:

ρ(z) = β1e
−α1(z−c∗)′A1(z−c∗) + · · · + βpe−αp(z−c∗)′Ap(z−c∗),

α1, . . . , αp > 0, β1, . . . , βp ≥ 0, A1, . . . , Ap > 0.

(6)

Proof: The proof follows from a Lyapunov stability ar-
gument involving the Lyapunov function L(c) = ρ(c∗) −
ρ(c), numbering those AUVs that have a non-negative pro-
jection along the signal gradient from 1 to n

2 (i.e., for AUVi,
i = 1, 2, . . . , n

2 , ∇ρ ′(c)e(θi) ≥ 0), the fact that as n is even
and AUVs are uniformly distributed (see Figure 2), ri , c
and ri+ n

2
all lie along the same line, and the projection of

the quadratic function (z − c∗)′Aj(z − c∗), j = 1, 2, . . . , p,

evaluated along this line is a parabola with its minimum
corresponding to a point in the direction of ri from c. The
detail of the proof is as follows. For each Aj > 0, j = 1, 2,
. . . , p, the quadratic function qj (z) =̇ (z − c∗)′Aj (z − c∗)
evaluated along the line that connects ri , c and ri+ n

2
is

a parabola with its minimum corresponding to a point in
the direction of ri from c. Due to the symmetry of this
parabola and as ri is closer to its minimum, it is the case
that (ri − c∗)′Aj (ri − c∗) ≤ (ri+ n

2
− c∗)′Aj (ri+ n

2
− c∗), in

which from (6) it implies that ρ(ri) ≥ ρ(ri+ n
2
). Conse-

quently, L̇(c) = −∑ n
2
i=1(ρ(ri) − ρ(ri+ n

2
))∇ρ ′(c)e(θi) ≤ 0.

The only situation in which L̇(c) = 0 for c �= c∗ is the case
when n = 2 and the AUVs displacement vectors from the
centre of formation are orthogonal to ∇ρ(c). As we ex-
cluded the case of n �= 2, then L̇(c) < 0 for n ∈ {4, 6, 8,
10, . . .}AUVs considered in this theorem. Hence, under the
outer control loop action (4), the point c = c∗ is an asymp-
totically stable equilibrium of (3) for the concentration flow
intensity of the form (6).

3.2 Coding design

As mentioned earlier, underwater transmission via acoustic
modems is subject to random packet dropout in communi-
cation from AUVs to the ASV with erasure probability α.
If the underwater condition does not significantly change
during search mission, the erasure probability α can be
assumed fixed and it can be measured by transmitting test
signals. Therefore, throughout it is assumed that the erasure
probability is known a priori.

To compensate the effects of random packet dropout
and improve the quality of communication from AUVs to
the ASV, a repetition coding strategy is used. According to
this strategy corresponding to each pair of measurements
(yi, θ i), instead of sending just one packet of data, M iden-
tical packets of data are sent. Therefore, using this strategy,
the probability of not recovering a pair of measurements at
the ASV is reduced to αM.

In addition of the random packet dropout, underwater
transmission via acoustic modems is also subject to the
following major communication imperfections.

• Long sound travel time Tdi in communication be-
tween AUVi and the ASV, which is due to the slow
propagation of underwater sound waves.4 As this de-
lay can be measured using test signals, throughout it
is assumed that the sound travel time Tdi is known a
priori.

• Limited communication bandwidth: the bit rate of the
type 1 modems is D1 = 100 bits/s and the bit rate of
the type 2 modems is D2 = 480 bits/s. These limited
communication bandwidths result in a long packets
transmission time in communication of long packets
of data.5
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International Journal of Control 951

Figure 3. A TDMA scheme used for exchanging information between the fleet of AUVs and the ASV without collision. N1: the length of
packets of data representing pairs (yi, θ i) and u, N2: the length of packets of data representing ψ i, M: the number of packet repetitions, D1:
the bit rate of communication links between the fleet and the ASV, D2: the bit rate of inter-AUV communication links, Ts: security time,
dv: the maximum distance between AUVs, di: the distance between AUVi and the ASV and vs: the speed of underwater sound waves.

To avoid collision of transmitted information, a time di-
vision multiple access (TDMA) scheme (Goldsmith, 2005)
is used (see Figure 3).6 The type 1 modems are used to
transmit pairs (yi,θ i), i ∈ {1, 2, . . . , n}, from AUVs to the
ASV, and control signal u from the ASV to AUVs. The type
2 modems are also used to exchange ψ i, i ∈ {1, 2, . . . , n},
between AUVs.

As mentioned above to compensate the effects of packet
dropout and have a reliable communication from each AUV
to the ASV, a repetition coding strategy is used. That is, cor-
responding to each pair of measurements (yi, θ i), instead of
sending just one packet of data with length N1, M identical
packets of data are sent within an allocated time slot to each
AUV, in which for each AUV the required time to transmit
packets is C(M)=̇M N1

D1
second, where D1 is the commu-

nication bit rate. As it takes C(M) second to transmit M
identical packets of data, C(M) contributes to transmission
time delay from AUVs to the ASV. Throughout, C(M) is
referred as packets transmission delay.

For a given fleet of AUVs, the trade-off between quality
of communication that is presented in terms of the possibil-
ity of not recovering a pair of measurements at the ASV, i.e.,
100αM percent, and M for a given α, is geometric, while
the trade-off between M and C(M) = M N1

D1
for N1 = 60

bits and D1 = 100 bits/s is linear. Hence, for a large α (e.g.,
α = 0.5) an excellent quality of communication demands a
large transmission delay relative to the case of M = 1.

As AUV and the ASV use embedded programming, the
supervisory multi-agent control policy must be applied on
discrete time domain. To avoid collision in transmission of
information between vehicles, the sampling period T(M)
for updating outer control loop action is defined as follows
(see Figure 3):

T (M) = nM
N1

D1
+ (n − 1) max

{
N2

D2
+ dv

vs

, Ts

}

+ max

{
N2

D2
+ dv

vs

, max
i

{
di

vs

} }
+ N1

D1
+ max

i

di

vs

,

(7)

where N2 is the length of packet corresponding to each
ψ i (N2 = 30 bits), dv is the maximum distance between
AUVs,7 vs = 1500 m/s is the speed of underwater sound
waves, Ts is the security time to be defined shortly and
di is the distance between AUVi and the ASV. Note that
when the fleet operates at a high depth, then di ≈ h, where h
is the operating depth of the fleet, provided the ASV follows
the projection of the centre of formation on the surface
(see Figure 4).

Remark 3.3: If the ASV moves exactly above the centre
of formation, transmission time delay from all AUVs to the
ASV is the same. But in reality this is not the case, and the
ASV that follows the projection of the centre of formation
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952 A. Farhadi et al.

Figure 4. A fleet of AUVs supervised by the ASV. h: operating
depth, R0: the radius of the circular formation and q: the distance
between the ASV and the projection of the centre of formation on
the surface.

on the surface, can just be very close to it (see Figure 4). In
this case, as shown in Figure 4, packets transmitted by AUVi
are received by the ASV later than expected, while packets
transmitted by AUVj are received earlier than expected.
This may result in collision of data at the ASV. Therefore,
to avoid this collision, the security time

Ts = maxi,j (|di − dj |)
vs

=
√

(q + R0
2 )2 + h2 −

√
(q − R0

2 )2 + h2

vs

,

is added to T(M) to compensate the time differences in
propagation of packets from different AUVs.

If the sampling period T(M) is sufficiently small, then
a simple way to approximate the value of the centre of
formation in discrete time domain c[k] is as follows:
c[k] = c[k − 1] + T (M)u[k]. Similarly, its first and second
derivatives can be approximated, as follows: ċ[k] = u[k]
and c̈[k] = u[k]−u[k−1]

T (M) , respectively.

Remark 3.4: (1) When a pair of measurements (yi,θ i) is
not recovered at the ASV, the control input u[k] is updated
with the last value: u[k] = u[k − 1].

(2) The angle of the outer control loop signal, i.e.,
∠u[k], k ∈ N+, represents the direction towards the un-
known location of underwater flow source from the centre
point c[k]. Therefore, to have the fastest convergence to
the unknown source location, instead of using (3), AUVs
can update ċ[k] as follows: ċ[k] = Vmax∠u[k], where Vmax

is the maximum possible speed of moving the centre of
formation with the possibility of manoeuvring in all di-
rections while AUVs simultaneously estimate the gradient.

Subsequently, the next centre of formation c[k] and c̈[k] are
approximated by c[k] = c[k − 1] + T (M)Vmax∠u[k] and
c̈[k] = Vmax(∠u[k]−∠u[k−1])

T (M) , respectively.
(3) In very long search missions, clock drift between

AUVs must be estimated and an extra security time must
be added to each AUV’s cycle to avoid losing TDMA syn-
chronisation. As an example two quartz clocks with ±30
ppm precision lead to a drift of 1.08 s in every 5 hours
(which is equal to the AUVs lifetime).

Definition 3.5: At each kT(M) second, define a ball with
centre c and sufficiently large radius r0. Then, it is said that
the fleet system converges to c∗ (or locates the unknown
location of the source) if and only if the centre of formation
stays in this ball for enough time of T0 ≥ 10Ta second after
entering to this ball, where Ta = r0

Vmax
second. In this case,

c is an approximation for c∗.

As each AUV has a limited lifetime, it is essential that
the fleet locates the source of concentration flow as soon
as possible. Therefore, the performance of the fleet is de-
scribed by the time period between starting a mission and
the time that the fleet finds the source. This time period is
denoted by Ttotal. Obviously, a fleet with smaller Ttotal has a
better performance.

The following corollary extends the results of
Theorem 3.2 by presenting a condition on the number of
packet repetitions M for localisation of the source in the
presence of communication packet dropout.

Corollary 3.6: Suppose that n ∈ {4, 6, 8, 10} AUVs are
given, the concentration flow intensity ρ is a continuously
differentiable mapping described by (6) and communication
from AUVs to the ASV is subject to packet dropout, as
described earlier. Also,suppose that by implementing the
inner control loop, the n AUVs form a stable uniformly
distributed circular formation and the repetition coding
strategy as described above is used. Then, under the outer
control loop action, the source is located if the number of
packet repetitions M satisfies the following condition:

(1 − (1 − αM )n)J (M) <
Ta

T0
, J (M)=̇

⌊
Ta

T (M)

⌋
,

Ta = r0

Vmax
. (8)

Proof: When transmission to the ASV is not reliable (i.e.,
some of transmitted measurements are not recovered), from
the description of the outer control loop policy (and in par-
ticular as the outer control loop action is not updated when
packet dropout occurs and hence the centre of formation
continues moving along the previous direction), it follows
that in most cases the time derivative of the Lyapunov func-
tion used in the proof of Theorem 3.2 at the centre point
c[k], i.e., L̇(c[k]) ≈ L(c[k])

T (M) = L(c[k])−L(c[k−1])
T (M) , will be still

negative; hence, the centre of formation c continues to-
move towards c∗. However, after entering the centre of
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formation c into the ball with centre c∗ and radius r0, if
transmission to the ASV is not reliable while the centre
c reaches to c∗, then the gradient signal ∇ρ(c[k]) will be
in the opposite direction of ċ[k] = ∑n

i=1 ρ(ri[k])e(θi[k]),
and therefore, L̇(c[k])(≈ L(c[k])

T (M) ) = −∇ρ ′(c[k])ċ[k] will
be positive. Consequently, c is getting away from c∗ and
exits the ball if during the time period Ta = r0

Vmax
that the

centre c moves away from c∗ with a constant speed of Vmax

all transmissions to the ASV are unsuccessful. Note that in
this situation the function L(c[k]) = ρ(c∗) − ρ(c[k]) is an
increasing function of time, in which from the description
(6) for the concentration flow intensity ρ it follows that the
centre of formation c is getting away from c∗. To avoid such
situations, the probability that all transmissions to the ASV
are unsuccessful within the time period of Ta second, i.e.,
(1 − (1 − αM)n)J(M), where J (M)=̇⌊

Ta

T (M)

⌋
, must be small,

e.g., less than Ta

T0
. This results in the condition (8) for M.

Extensive simulation study of the next section for dif-
ferent values of α illustrates that the above condition on the
size of M guarantees that the centre of formation c enters
to the ball with centre c∗ and stays there for enough time so
that the source c∗ is located.

As discussed earlier, a larger M results in a better quality
of communication but as clear from Figure 3, it also results

Table 4. Parameters used for simulations.

c∗ = 154.3m
1852.08m

c(0) = −135m
1451.3m κ =100

K=0.001 v0 =1 m/s R0 = 50m
Vmax = 0.15 m/s Ts = 0.059 s h=1500m

in a larger packets transmission delay and therefore a longer
time latency between making measurements and applying
the control actions, which obviously damages the perfor-
mance of both inner and outer control loops. Note that as
the improvement in the quality of communication increases
geometrically with M, while time latency increases linearly
with M, a small increase in M results in a significant im-
provement in the quality of communication, but a small
increase in the time latency between making measurements
and applying the control actions.

As shown in Corollary 3.6, in the presence of severe
packet dropout, a small M may not result in localisation
of the unknown underwater flow source. On the other
hand, from Figure 3, it follows that by increasing M, while
the quality of communication improves significantly, the
time latency between making measurements and applying
the control actions on the fleet increases (linearly), which

Figure 5. The trajectory of the centre of formation c subject to random packet dropout and no repetition in coding and the trajectory of
the centre of formation c in the absence of dropout.
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obviously damages the performance of the fleet system and
results in a larger mission time Ttotal such that for a very
large M the mission time may be larger than the AUVs life-
time. Therefore, in one extreme, small M will not stabilise
the fleet system particularly in the presence of severe ran-
dom packet dropout, while for a bit larger M, the quality
of communication is much better and hence localisation
of the underwater flow source with a relatively small time
latency is achieved. But in other extreme, a very large M
results in a very long time latency and hence a large mis-
sion time that will be larger than AUVs lifetime, while for
a smaller M, a search mission with smaller mission time is
achieved. Hence, there exist an optimal M∗ between these
two extremes that results in a good quality of communica-
tion with small time latency and therefore the smallest Ttotal.
Simulation study of the next section for different values of
α illustrates that for α = 0.5, α = 0.3 and α = 0.1, there
exists a M∗.

4. Simulation results

As shown in the previous sections, the supervisory multi-
agent control policy of Figure 1 is subject to two main
communication imperfections: packet dropout in commu-
nication from AUVs to the ASV and transmission de-
lay in communication between AUVs and the ASV. But
the effects of these drawbacks can be compensated by a
proper adjustment of the number of packet repetitions M so
that the best performance in terms of the smallest mission
time is achieved. This result is illustrated in the following
section.

In this section for the purpose of illustration, the
proposed supervisory multi-agent control policy over the
acoustic communication network subject to packet dropout
and transmission delay is applied to a fleet of Ifremer’s
medium size AsterX AUVs via MASim simulator devel-
oped in our research team in GIPSA-Lab. MASim is a
MATLAB/SIMULINK simulator that simulates the be-
haviour of fleets of Ifremer’s AsterX AUVs in the actual
environment. The fleet considered in the simulation study
has the following specifications: n = 4, R0 = 50 m, w0 =
0.02 rad/sec, v0 = 1 m/s and h = 1500 m. It is assumed
that the concentration flow intensity at the horizontal plane
parallel to the water surface level at the depth h = 1500
m (where the unknown source is located) is described as
follows (note that AUVs are unaware of the concentration
flow intensity description):

Table 5. The trade-off between empirical Ttotal measured in sec-
ond and M for α = 0.5. The pair (M∗, T ∗

total)=(4, 5414) is the
optimum pair.

M 2 3 4 5 6 7 8

Ttotal 8211 5798 5414 6574 8123 9271 10466

ρ(z) = β1e
−10−3(z−c∗)′A1(z−c∗) + β2e

−10−3(z−c∗)′A2(z−c∗)

+β3e
−10−3(z−c∗)′A3(z−c∗), (9)

β1 = 5.6864, β2 = 17.0591, β3 = 57.2546,

A1 =
(

0.0014 0.0045
2

0.0045
2 0.855

)
, A2 =

(
0.225 −0.0045

−0.0045 0.0135

)
,

A3 =
(

0.18 −0.45
2

− 0.45
2 0.405

)
.

Considering the transmission power level of type 1 and
type 2 modems and the maximum distance between AUVs
and the ASV, communication in the presence of low-level
noise (e.g., in deep water, where the noise mainly comes
from AUV itself) can be considered almost lossless. There-
fore, in the following simulations, just 5 percent packet loss
is assumed to model communication between AUVs and
from the ASV to AUVs. However, in the case of communi-
cation from AUVs to the ASV as the receiver is no longer
in deep water and it is very close to the surface, it is subject
to other sources of noise (e.g., waves, reflections on the
surface and other boats noises) that dramatically degrades
communication performance. Therefore, for communica-
tion from AUVs to the ASV much more packet loss, e.g.,
50 percent packet loss (i.e., α = 0.5) is assumed. More-
over, it is assumed that there is a marine perturbation of 30
newton at the 50 degree angle with respect to the X-axis of
the reference coordinate system (see Figure 2). Note that
MASim simulator also include the effects of six degrees of
freedom dynamics model of AUVs, local control loops and
inner control loop in search mission.

To coordinate the fleet of AUVs towards the unknown
location of the source in the presence of the above severe
packet dropout in transmission from the fleet to the ASV, the
supervisory multi-agent control policy of Section 3 is used.
Table 4 summarises the parameters used for simulations.8

In each simulation, the fleet first forms a stable circular for-

Figure 6. The trade-off between the mission time Ttotal and M.
From this trade-off, it follows that M∗ = 4 is the optimum number
of packet repetitions.
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mation with centre at c(0) via the inner control loop. It then
starts the search mission by implementing the outer control
loop. In each simulation, Ttotal is the time duration between
the starting search mission at c(0) and the first time that the
centre of formation enters into the ball with centre c∗ and
radius r0 = 20 m and stays in this ball for at least T0 =
10Ta second. Figure 5 illustrates the trajectory of the centre
of formation c subject to 50 percent packet dropout (i.e.,
α = 0.5) in communication from the fleet to the ASV and
5 percent packet dropout in inter-AUV communication as
well as in communication from the ASV to AUVs. Figure 5
also illustrates the trajectory of the centre of formation c
without dropout (i.e., α = 0 in communication from the
fleet to the ASV and no packet dropout in inter-AUV com-
munication as well as in communication from the ASV to
AUVs). Both cases do not include any repetition in coding.
That is, M = 1, which corresponds to the two-loop control
policy of Moore and Canudas de Wit (2010). As clear from
Figure 5, the trajectory of the case with dropout but with-
out repetition in coding is non-smooth and has a trend to be
unstable9, while for the case without dropout the source is
located in Ttotal = 4262 s.

As clear from Figure 5, without repetition in coding,
localisation of the unknown underwater flow source is not
achieved.

As discussed in Section 3, a larger M results in a better
quality of communication but larger packets transmission
delay (and therefore, longer time latency) that both affect
the performance of the fleet Ttotal in the opposite direction.
As clear from Figure 5, for the case of α = 0, an excel-
lent quality of communication results in a smooth search
trajectory for the fleet under control. On the other hand, as
pointed out in the previous section, a large M results in a
large packets transmission delay, and therefore, a long time
latency in the outer control loop and a long sampling period
T(M). As will be illustrated shortly, this will result in a non-
smooth search trajectory and therefore a large Ttotal. Hence,
the interactions between quality of communication, trans-
mission delay and control must be balanced via a proper
selection of the number of packet repetitions M so that the
best performance (which corresponds to the smallest Ttotal)
is achieved.

To find the proper number of packet repetitions M∗ for
the condition simulated, the simulations are repeated 20
times for each number of packet repetitions: M = 1, 2, 3,
4, 5, 6, 7, 8. For M = 1, it is observed that in most cases
the source cannot be located and the trajectory of the centre
of formation has a trend to be unstable.10 This result is
expected from formula (8) as this formula for α = 0.5 is
not satisfied for M = 1. For other cases (i.e., M ≥ 2), it

Figure 7. The trajectories of the centre of formation c subject to 50 percent packet dropout in communication from AUVs to the ASV
and 5 percent packet dropout in inter-AUV communication as well as in communication from the ASV to AUVs.
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Table 6. The trade-off between empirical Ttotal measured in second and M. For α = 0.3 the pair (M∗, T ∗
total) = (3, 4538) is the optimum

pair and for α = 0.1 the pair (M∗, T ∗
total) = (3, 4559) is the optimum pair.

M 1 2 3 4 5 6 7 8

Ttotal(α = 0.3) 6684 4714 4538 4651 5666 7341 9229 10, 874
Ttotal(α = 0.1) 4707 4646 4559 4637 5580 7357 9313 10, 659

Figure 8. The trade-offs between the mission time Ttotal and M. From these trade-offs, it follows that M∗ = 3 is the optimum number of
packet repetitions.

is observed that in all simulations, the search is concluded,
as expected from the formula (8), within the lifetime of
AUVs which is 5 hours. Table 5 summarises the obtained
empirical values for the mission time11 for different M;
Figure 6 illustrates the trade-off between empirical Ttotal

and M. Figure 7 also illustrates trajectories of the centre of
formation c for M = 1, 4, 8.

As clear from these figures and the table, the best perfor-
mance in the presence of random packet dropout and marine
perturbation is achieved for M∗ = 4. This case corresponds
to a communication with good quality (i.e., 100.αM∗ = 6
percent packet dropout in communication from AUVs to
the ASV) with an acceptable packets transmission delay
(C(M∗) =2.4 s), which results in the best performance, i.e.,
T ∗

total = 5414 s. This performance is only 27 percent worse
than the ideal case of no dropout (i.e., α = 0 and no packet
dropout in inter-AUV communication as well as in commu-
nication from the ASV to AUVs), which is Ttotal = 4262 s.

The case of M = 1 corresponds to a system with a
poor quality of communication (i.e., 100.α1 = 50 per-
cent packet dropout) but a small packets transmission delay
(C(1) =0.6 s), in which this poor quality of communica-
tion results in a very non-smooth search trajectory. On the
other hand, the case of M = 8 corresponds to a system with
an excellent quality of communication (i.e., 100.α8 ≈ 0

percent packet dropout) but large packets transmission de-
lay (C(8) =4.8 s), which induces a large time latency of
22.2875 s in the outer control loop. As clear from Figure 7,
this long time latency also results in a non-smooth search
trajectory. Therefore, for these two cases the performance
is not satisfactory.

For illustration, the simulations are repeated for α =
0.3 and α = 0.1. Table 6 summarises the trade-off between
empirical mission time and M; Figure 8 illustrates the trade-
off between empirical Ttotal and M. It is observed that for all
M ∈ {1, 2, 3, . . . , 8}, the search is concluded, as expected
by formula (8). From this table and figure, it follows that
when α is small (e.g., α ≤ 0.1), there is no need to use a
coding strategy.

5. Conclusion

This paper presented an emerging example for the prob-
lem of combined control-communication. A supervisory
multi-agent control policy over a communication network
subject to packet dropout and transmission delay was pre-
sented for localisation of an underwater flow source with
unknown location. It extended the results of Moore and
Canudas de Wit (2010) to the cases with more realistic rep-
resentation for concentration flow intensity and illustrated
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that in the presence of severe random packet dropout the
policy that does not consider and compensate the effects
of communication imperfection (the policy presented in
Moore and Canudas de Wit (2010)), cannot stabilise the
system (locate the underwater flow source). However, the
combined control-communication policy with a good qual-
ity of communication and relatively low transmission delay,
locates the flow source. As illustrated, the proposed control-
communication policy with a small number of packet rep-
etitions M has a poor quality of communication, which
results in a very non-smooth search trajectory. On the other
hand, as illustrated, the proposed policy with a very large
M, which corresponds to a large transmission delay but an
excellent quality of communication, does not result in a sat-
isfactory performance either as this case corresponds to a
large time latency and a long sampling period for updating
the outer control loop action. However, it was illustrated
that for α = 0.5, α = 0.3 and α = 0.1, there is an op-
timum number of packet repetitions M∗, which results in
the smallest mission time. For future, it is interesting to
develop theoretical results for finding M∗ analytically. A
starting point to achieve this goal is the development of a
theorem that provides an upper bound for M under which
the mission time is smaller than the AUVs lifetime. This
theorem combined with Corollary 3.6 determine a set that
M∗ belongs to.
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Notes
1. French institute for ocean research. This institute performs

underwater operations for ocean science purposes.
2. For each AUV, a local control loop implements a feedback

linearisation technique that replaces the vehicle nonlinear
dynamics with a pseudo linear dynamics. Then, H∞ con-
trollers are used to compensate the effects of model inaccu-
racy and perturbations, including marine perturbations, and
force the vehicle parameters ṙi and φ̇i to follow the desired
set points vie(φi) and ui, respectively (Varrier, 2010).

3. That is, AUVs are uniformly distributed along a circumfer-
ence by 2π

n
radians each.

4. The speed of underwater sound waves is typically vs =1500
m/s, and therefore, if the distance between AUVi and the
ASV is di, then Tdi = di/vs second.

5. To exchange information (measurements, control com-
mands, etc.) between vehicles with negligible distortion,

long packets of data are used. Note that distortion is due to
the quantisation of information.

6. Currently, TDMA scheme is the only commercially avail-
able technique for underwater multiple accessing without
collision.

7. When the formation is perfect, i.e., it is circular, dv = 2R0.
But, as the formation may be disturbed during search mis-
sion due to perturbations, etc., dv is chosen to be 3R0.

8. To model a typical underwater search mission, the param-
eters used in simulations, such as the description for con-
centration flow intensity, v0, R0, etc., were chosen follow-
ing several technical discussions with our colleagues from
Ifremer who have many years of practical experience in
operational exploration with AUVs.

9. For this case, after the centre of formation enters into the
ball with centre c∗ and radius r0, the centre of formation
shortly exits the ball.

10. For this case, after the centre of formation enters into the
ball with centre c∗ and radius r0, the centre of formation
shortly exits the ball.

11. For each M, the empirical value of mission time (empiri-
cal Ttotal) is the average of the mission time obtained from
simulations.
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